DATENSCHUTZ UND IT

How-to: Datenschutzkonforme Durchfihrung
von Ki-Projekten

Projekte im Zusammenhang mit kiinstlicher Intelligenz («KI>»] haben sich unterdessen zu einer viel-

versprechenden Moglichkeit fir nach Innovation und Effizienz strebende Unternehmen entwickelt.

In KI-Projekten werden Algorithmen des maschinellen Lernens eingesetzt, um umfangreiche Daten-

satze zu analysieren und komplexe Aufgaben zu automatisieren. Die Vorteile von Kl-Initiativen liegen

auf der Hand. Doch stellt der Umstand, dass zur Nutzung von Kl auch umfangreiche Datensétze ver-

wendet werden, Unternehmen vor datenschutzrechtliche Fragestellungen.

Von Dirk Spacek und Julia Nitschke

Wie KI funktioniert und

wofiir sie verwendet wird

Kl lasst sich grob formuliert be-
schreiben als die Fahigkeit eines Pro-
gramms, Aufgaben auszufiihren, die
normalerweise menschliche Intelligenz
erfordern oder besser gesagt eine Art
«erhdhte Intelligenz» eines Compu-
terprogramms. Dazu gehoéren z.B. die
Problemlésung, Spracherkennung,
Lernen, Planung, Wahrnehmung und
Entscheidungsfindung. Ein wichtiges
Teilgebiet der Kl stellt das sog. ma-
schinelle Lernen dar, im Rahmen des-
sen Computersysteme aus zahlreichen
historischen Daten lernen und ihre
Leistung in Bezug auf eine bestimmte
Aufgabe verbessern kénnen, ohne ex-
plizit dafiir programmiert zu werden.

Heutzutage kommen zahlreiche Un-
ternehmen nicht umhin, sich mit der
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Nutzung von Kl auseinanderzusetzen
und durch deren Vorteile (insbeson-
dere Effizienzsteigerung, Prazision der
Aufgabenausfiihrung und Kostener-
sparnis) mit Konkurrenzunternehmen
Schritt zu halten. Die Nutzung von Kl
erfordert jedoch den Einsatz umfang-
reicher Daten, mit denen die KI sozu-
sagen «geflttert» werden muss, um
ihre Lernfahigkeit zu entfalten. Dies
bringt auch Herausforderungen und
ethische Fragestellungen mit sich, die
nicht zuletzt datenschutzrechtliche
und IT-sicherheitstechnische Rahmen-
bedingungen betreffen.

Wie Kl-Innovation und Daten-
schutz Hand in Hand gehen
Wenn ein KI-System mit personenbe-
zogenen Daten gespeist werden soll,
muissen Unternehmen ethischen und
rechtlichen Uberlegungen zum Schutz

der Privatsphére des Einzelnen Rech-
nung tragen.

a) Klarung der Zulassigkeit von Daten-
nutzungen und der Rahmenbedin-
gungen fiir die Nutzung des Kl-Tools

In einem ersten Schritt ist es fur ein

Unternehmen unerlasslich, zu prifen,

woher es personenbezogene Daten

Uberhaupt erhélt und ob es befugt ist,

diese im Rahmen eines Kl-Tools lber-

haupt einzusetzen. Denn nicht zuletzt
werden solche Daten dadurch mit dem

Anbieter dieser Kl-Tools unter Um-

stdnden ausgetauscht und Bearbei-

tungen zugénglich gemacht, die den
betroffenen Datensubjekten mogli-
cherweise nicht transparent klar sind.

Letzteres ist aber ein Grunderfordernis

des schweizerischen Datenschutzge-

setzes (siehe Art. 19 DSG zur allge-
meinen Informationspflicht gegeniiber

Betroffenen). In einem zweiten Schritt

sollten die vertraglichen Rahmenbe-

dingungen der Nutzung eines Kl-Tools
gepriift werden (insbesondere Terms of

Use, Usage Policies). Im Hinblick auf

die datenschutzrechtliche Verantwort-

lichkeit sind Szenarien der getrennten
oder gemeinsamen Verantwortlichkeit
sowie der Auftragsdatenbearbeitung
mit dem Kl-Tool-Anbieter vorstellbar.

Im letztgenannten Szenario wére die

Notwendigkeit des Abschlusses ei-

nes Auftragsverarbeitungsvertrags mit

dem Anbieter des Kl-Tools zu priifen

(ggf. unter Einschluss von Standard-

vertragsklauseln fiir die Ubermittlung
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von Personendaten an unsichere Dritt-
lander).

Ebenso sollte ein Unternehmen die
Funktionsweise des Kl-Tools zumin-
dest im Wesentlichen nachvollziehen
kdnnen, um nicht zuletzt die Daten-
subjekte transparent (ber die Daten-
bearbeitung informieren zu kdénnen.
Dieser Schritt gestaltet sich in der
Praxis haufig als schwierig, denn die
konkreten Verarbeitungsschritte ei-
nes Kl-Tools sind komplex und fir
IT-Laien von aussen oft kaum fassbar.
Oftmals bedingen sich Anbieter von
Kl-Tools das Recht aus, einmal gelie-
ferte Daten flr maschinelles Lernen
und neu daraus gewonnene Erkennt-
nisse (Output) nach freiem Ermessen
fir beliebige Zwecke weiter nutzen
zu konnen. Dies ware z.B. mit dem
Zweckbindungsgrundsatz aus Sicht
des Unternehmens nicht ohne Weite-
res vereinbar.

b) Einhaltung der
Datenschutzgrundsatze

Der Eidgendssische Datenschutz- und
Offentlichkeitsbeauftragte («<EDOB»)
hat éffentlich mitgeteilt, dass das am
1. September 2023 in Kraft getrete-
ne revidierte Bundesgesetz (iber den
Datenschutz («<DSG») auf Kl-gestitzte
Datenbearbeitungen direkt anwendbar
sei. Die Datenbearbeitungen missen
daher insbesondere den Grundsétzen
in Art. 6 DSG der Verhaltnismassig-
keit, der Zweckbindung und Daten-
richtigkeit entsprechen. Unternehmen
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seien nach Auffassung des EDOB
gehalten, eine ausdrickliche Einwil-
ligung des Datensubjekts einzuholen,
sofern besonders schiitzenswerte Per-
sonendaten (z. B. genetische oder bio-
metrische Daten) bearbeitet werden
und ein Profiling mit einem hohen Ri-
siko fiir die Betroffenen durchgefiihrt
wird (z.B. bei Kl-gestltzter personali-
sierter Online-Werbung oder auch Ar-
beitsplatziiberwachung). Ferner sollte
die Gewahrleistung von Transparenz
gegenliber den Datensubjekten mit
Prioritét behandelt werden. Eine trans-
parente Kommunikation — beispiels-
weise im Wege der Datenschutzerkla-
rung — tber die Verwendung der Daten,
den Zweck der Datenbearbeitung und
deren mogliche Auswirkungen ist an-
gezeigt. Grundlage dafir bildet das be-
reits erwahnte Verstandnis Betroffener
fir die Einzelheiten der Kl-basierten
Bearbeitung ihrer personenbezogenen
Daten. Schliesslich sollten Unterneh-
men nur Daten erheben und bearbei-
ten, die fur die Ziele des KI-Projekts
unbedingt erforderlich sind (Grundsatz
der Datensparsamkeit). Ausserdem
sollten die Daten nicht flr Zwecke
verwendet werden, die Uber das hin-
ausgehen, woriiber die Betroffenen
bei der Einholung der Zustimmung ur-
springlich informiert wurden (Grund-
satz der Zweckbindung).

c¢) Datenschutz-Folgenabschatzung

Bringt die Kl-basierte Datenbearbei-
tung ein hohes Risiko fir die Persén-
lichkeit der Datensubjekte mit sich

(was tendenziell bei umfangreicher
Bearbeitung besonders schiitzenswer-
ter Personendaten der Fall sein kann),
hat der Verantwortliche vor der Daten-
bearbeitung eine Datenschutz-Folgen-
abschatzung durchzufiihren und unter
Umsténden die eigene/den eigenen
Datenschutzberater*in oder den EDOB
zu konsultieren. Als sog. besonders
schiitzenswerte Personendaten gelten
neben Gesundheitsdaten auch geneti-
sche und biometrische Daten.

d) Technische und organisatorische
Massnahmen

Geeignete technische und organisato-
rische Massnahmen (sog. TOMs) sind
fir den Schutz personenbezogener Da-
ten in Kl-Projekten unerlasslich. Ver-
schliisselung, Zugriffskontrollen und
sichere Speicherung sind unerlasslich,
um unbefugten Zugriff und potenzielle
Datenverletzungen zu verhindern. Die
Prozesse beim Einsatz eines Kl-Tools
sollten derart ausgestaltet sein, dass
Betroffene ihre Datenschutzrechte
auch z.B. gegenlber dem Kl-Anbieter
durchsetzen kdnnten. In diesem Zu-
sammenhang sollten Mechanismen
erwogen werden, die einen einfachen
Zugang der Datensubjekte zu ihren
personlichen Daten gewahrleisten.

e) Automatisierte Entscheidungen

Gemass dem revidierten Schweizer
DSG sind automatisierte Entscheidun-
gen, d.h. Entscheidungen, die aus-
schliesslich auf einer automatisierten
Datenbearbeitung basieren und mit

WEKA BUSINESS MEDIAAG 11



DATENSCHUTZ UND IT

einer Rechtsfolge flr die Betroffenen
verbunden sind, transparent offenzu-
legen. Ferner haben die Betroffenen
ein Interventionsrecht und kdénnen
die Vornahme einer menschlichen
Entscheidung einfordern. Sollte so-
mit ein Kl-Tool eingesetzt werden, um
automatisierte Entscheidungen mit
Rechtsfolgen fir Individuen zu tref-
fen, dann miusste dies im Rahmen der
Datenschutzerklarung des jeweiligen
Unternehmens offengelegt werden.

Ein Blick Gber die Schweizer
Landesgrenzen: EU-Kiinst-
liche-Intelligenz-Verordnung
(«KI-Verordnung»)

Obwoh! die genannte Gesetzgebung
fir die Schweiz als Nicht-EU-Mit-
glied nicht verbindlich ist, ist darauf
hinzuweisen, dass die Europaische
Union mit der (noch nicht defini-
tiv verabschiedeten) Kl-Verordnung
beabsichtigt, den Umgang kinst-
licher Intelligenz weitgehender zu
regulieren — d.h. auch tber den da-
tenschutzrechtlichen Rahmen hin-
ausgehend. Eine Vertiefung dieses
Aspekts muss hier aus Platzgriinden
unterbleiben, doch sollte bei grésse-
ren Kl-Projekten mit Auslandsbezug
in die EU (z.B. wenn die Auswer-
tungsergebnisse in der EU verwertet
werden sollen) eine Prifung dieser
zusatzlichen Normen nicht unterlas-
sen bleiben.

Fazit: Datenschutz wahren,
Vertrauen gewinnen

Ethisch vertretbare und rechtlich
zulassige  Kl-Projekte  kbénnen zu
Sprungbrettern fiir zukunftsgerichtete
Unternehmen werden. Zwangslaufig
haben sich Unternehmen jedoch mit
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[a]

CHECKLISTE l

Evaluierung der Basis, aufgrund derer
personenbezogene Daten fiir den Einsatz
in Kl-Tools Uberhaupt verwendet werden
dirfen (insbesondere transparente Infor-
mation Betroffener im Vorfeld und Um-
schreibung der in Aussicht stehenden
Bearbeitungsprozesse)

Prifung der Vertragsbedingungen des An-
bieters des Kl-Tools, allenfalls Abschluss
eines Auftragsverarbeitungsvertrags (ggf.
einschliesslich  Datentransfer-Standard-
vertragsklauseln je nach Standort des
Anbieters)

Schulung des Projektteams tber Funkti-
onen des Kl-Tools und Datenschutzimpli-
kationen, ggf. arbeitsvertragliche Anpas-
sungen

vorgangige Durchfiihrung einer Daten-
schutz-Folgenabschatzung (sofern erfor-
derlich)

Evaluierung der in Aussicht stehenden
Datenbearbeitung: Werden die Daten
entsprechend ihrem Erhebungszweck
bearbeitet (Zweckbindung)? Werden nur
zwingend notwendige Daten bearbeitet
resp. nicht bendtigte Daten regelmassig
geldscht oder anonymisiert (Datenspar-
samkeit)?

den datenschutzrechtlichen Rahmen-
bedingungen  auseinanderzusetzen,
um das Vertrauen der Datensubjekte
zu gewinnen. Dieses Vertrauen der
Datensubjekte, das Fundament des
unternehmerischen Geschafts, wird
bedauerlicherweise immer haufiger
durch Online-Angriffe und Datenlecks
erschittert. Es liegt an den Unterneh-
men, dieses Vertrauen durch regelmas-
sige Audits zu schiitzen. Schliesslich
drohen bei Verletzungen datenschutz-
rechtlicher Sorgfaltspflichten neben
Imageschaden nach dem neuen DSG
in gewissen Konstellationen gegebe-
nenfalls persénliche Bussen bis zu
CHF 250000.-.
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transparente Aufklarung der Daten-
subjekte Uber die Verwendung der
Daten: Welche Daten werden zu wel-
chem Zweck bearbeitet? Wie funkti-
onieren die Kl-Algorithmen, und wie
kdnnen diese die Daten beeinflussen?
Ist die Datenschutzerklarung hinrei-
chend transparent formuliert? Werden
automatisierte Entscheidungen mit
Rechtsfolgen fiir Betroffene mit dem
KI-Tool getroffen?

allfallige Einholung einer Einwilligung
der Datensubjekte (sofern erforderlich)
Sicherstellung der Einhaltung von
TOMs (Verschlisselungstechnologien,
Zugriffskontrollen etc.)
Implementierung von Mechanismen,
die einen einfachen Zugang der Daten-
subjekte zu ihren persénlichen Daten
gewahrleisten

Durchfiihrung von Datenschutzaudits
zur Sicherstellung der datenschutz-
rechtlichen Rahmenbedingungen
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